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Overview

As has been previously noted in numerous sources (PrincEmatbnsky
2004, McCarthy and Prinde 1993, Raca 1997, etc.), opapiges a problem
for some versions of Optimality Theory (OT), prompting a Igesation of
modifications to OT designed to solve this apparent problémthis talk, |
argue that, contrary to popular opinion, the basic architecof OT does not
need to be modified to account for opacity.

| begin by showing that given certain reasonable assumptibout generative
phonology in general and about OT specifically, opacity ghhyi restricted
in the productive phonological grammd&flj. | demonstrate how a minor
modification—a strong interpretation of lexicon optimipat—allows opacity
to arise anyway and be encoded in the gramrf2). (1 then explore further
opaque phenomena from Polish present some problems thdttdeminor
changes in the initial conception of strong lexicon optiatian §3).

1 Should Opacity Exist?

Opacity typically arises due to certain types of interatsidoetween two or
more unrelated phonological processes. In a serial thedtyavdered rules
(Chomsky and Hallé 19658, and their intellectual descerg}anpacity is not
only expected but welcomed, as it confirms the necessityradlsterivations.
Cases of opacity were often embraced without sufficienttiu@ng.

With the advent of OT, this mentality persisted, despite dbeflict between
opacity and OT'’s basic structure. In light of the radicaliffetent nature of OT
from its predecessors, it is important to critically re-eiae the role of opacity
in phonology.

*This talk is an update of the core analysis_of Sanders (2083icplarly Chapter 4). However,
where Sanders (2003) uses a version of Dispersion Theam(RIng 1995), this talk uses a more
classic form of OT in order to focus on the issue of strongdesioptimization.

1| use ‘opacity’ to refer to the class of phonological geriesdion that are derivationally opaque,
i.e., counterfed or counterbled by another generalizafoparsky:1963| 1971).

1.1 Assumptions

One of the most fundamental assumptions in modern lingsigi that many
aspects of language aneiversal.? In OT, the universal components are things
like EvAL, CoN, and GeN, with languages differing only in their lexicons and
constraint hierarchie®(.

If grammars are ultimately built from the same atomic unitgamized in the
same possible ways, then it follows that many grammaticépss should be
typologically robust, arising in multiple languages.

A general drive in theory-building is to avoid unnecessagmplication.
In linguistics, this can be expressed as an assumption abeugeneral
concretenes®f grammar, adding abstraction only when necessary. Oblipu
much of linguistic theory is filled with abstraction, somewlfich seems to
be necessary, but where possible, the grammar should bestelyagyrounded.
This may also be seen as intrinsically related to univexsatispecially if
innateness is rejected.

A consequence of concreteness and a fundamental assungptimasic OT
is strict parallelism, direct mapping between the input and output, with no
abstract intermediate representations.

For phonology specifically, concreteness can also be irggrg agphonetic)
naturalness with the grammar being based as much as possible on acustic
articulation, aerodynamics, etc. In OT, this means thaketdress constraints
should be phonetically grounded.

The final two assumptions are related to language acquisitid-or L1
acquisition, it is assumed that there are no languagefspeonstraints on
possible inputs. This is known aighness of the base (ROTB)

For L2 acquisition, it has generally been assumed dincel (&867) that L2
acquisition showsransfer effectsfrom the L1 grammar. In OT, this is often
taken to mean that the L is active during L2 acquisition, so that phonological
processes in L1 will appear during L2 acquisition.

2For many linguists, especially those of a Chomskyan peisnasn even more fundamental
assumption isinnateness, of which universality is simply a direct consequence. Haave
innateness isn't necessary here, so | proceed from the waalldess controversial assumption of
universality.
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1.2 Predictions

If any H generates a phonological proce®s then:

(1) Zislikely to be typologically robust;

(2) & cannotrequire intermediate representations;
(3) & mustbe natural;

(4) <2 mustnot be dependent on choice of input (that is, there dhmho
lexical exceptions ta”, and.#? should apply to nonce forms); and

(5) “Zislikely to transfer to L2 acquisition.

For a givenZ, if we find that [1)-I[b) do not hold, then we should concludst th
& is not generated by arfi(.

1.3 Polish 2-Raising

In Polish, underlying/o/ raises to[u] before word-final voiced oral sonorants
@@a) and obstruentEl(6b), but voiced obstruents are alsuick/word-finally,
which opaquely masks raising ¢/

(6) a.stemUR NOMSG NOMPL gloss

/dvor/ dvur dvort ‘mansion’
/bol/ bul bole  ‘ache’
/pokoj/  pokuje  pokoje  ‘room’
/stow/ stuw stowr ‘table’
b. /bob/ bup bobr ‘bean’

/rov/ ruf oVI ‘ditch’
/od/ ut lodr ‘ice’
/dovoz/  dovus dovozr  ‘supply’
/noz/ nus noze ‘knife’
/rog/ ruk rogi ‘horn’

In a serial analysis:

@) ‘bean’ ‘peasant’ ‘club’ ‘purchase’

/bob/  /xwop/  /klub/  /skup/
o-Raising  bub — — —
Devoicing  bup — klup —

[bup]  [xwop]  [Klup]  [skup]

o-Raising is an opaque process, while Devoicing is transpar®oes this
correlate in any way to the predictions 4 (L}-(5)?

1.3.1 Typological Robustness

No language other than Polish seems to have the specificgroteRaising; a
small number of languages exhibit some connection betweaehheight and
voicing, but the actual process is often radically difféfeom Polisho-Raising,
affecting different types of vowels, tensing rather thasirg, or in the case of
Canadian Raising, having the triggenlmécel essconsonants rather than voiced:
Jratt/ — [ratt], but /rard/ — [raid], *[rard]).

In comparison, Devoicing is found in numerous languagesjinigarisen
independently in most other Slavic languages, as well aseinm@n, Catalan,
Turkish, Wolof, etc., with only minor variation (syllabfaal instead of
word-final, devoicing of stops specifically rather than obsits, etc.).

1.3.2 Intermediate Representations

As seen in[{I7),0-Raising takes the input and produces a form that is not
the ultimate output. This intermediate form is necessavythat Devoicing
does not block application afRaising. There is no way to reviseRaising

to avoid production of an intermediate form, without in@ieg abstraction
somewhere else (for example, allowing outputs to covemligecinformation
with unpronounced features that nonetheless are abgtpedent).

In comparison, Devoicing produces no intermediate reptasien: its output
is the actual final output.

1.3.3 Naturalness

There is no direct phonetic motivation fetRaising as is. Vocal cord vibration,
araised velum, and tongue height are physically unrelaredistandard feature
geometry has [voice], [nasal], [high] about as far from eatier as features
can be.

It's possible there is some perceptual effect of voicing ttmuld cause vowel
raising. However, the relevant acoustic properties araasynous, which may
prove problematic for a perceptual analysis. Further, wiousd only/o/ raise,
when other vowels have the approximately the saméeF15/? Why is raising
not triggered by a following nasal, which is also voiced?
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Another possible naturalness argument is functionalRaising shifts the
contrast from the voicing (lost through Devoicing) to vovirgight, allowing

the underlying voicing to be recoverable (cf. tubowicz ZP@&uch an analysis
raises numerous questions: Why doegn't lower instead? Why don’t any
other vowels shift to preserve the voicing contrast?

Worse, note that while surfadep] will be unambiguous, voicing is still not
recoverable from surfacgup], and in fact, now vowel height isn't either.
However, witho-Raising taken out of the picture, bofbp] and[up] have no
ambiguity in their underlying vowels, while the voicing daast is lost, just like
it is elsewhere in the language. In other worddkaisingincreases contrast
loss, rather than mitigating it, so this functional explémaseems incorrect.

But even if all these problems could somehow be solveRaising also occurs
before oral sonorants, where no voicing contrast is lostlas@a completely
different explanation is still required.

In comparison, Devoicing has a completely natural explanatVocal cord
vibration requires airflow through the glottis. Obstrudmse relatively narrow
constrictions that impede this airflow, and airflow natyralécreases near the
end of a word, so aerodynamically, it is expected that wardHbbstruents will
devoice (Ohala 1983).

1.3.4 Lexical Exceptionsand Nonce Forms

There are many lexical exceptionsastdraising:

(8) stemUR NOMSG gloss
por por *pur ‘leek’
xol xol *xul ‘lobby’
kovboj kovboj *kovbuj ‘cowboy’
J2COW JCOW *yguw ‘donkey’
glob glop *glup ‘globe’
kod kot *kut ‘code’
nekrolog  nekrolok  *nekroluk  ‘obituary’
xowd xowt *xuwt ‘homage’

In comparison, there are no lexical exceptions to Devoigirigolish, not even
words which are exceptions teRaising.

In nonce word experiments_(Sandzrs 2003), when nativetPstisakers were
given sentences containing morphologically plural mageawords such as
znabodr and asked to produce new sentences that required the comcisg
singular, they invariably produceaiabot, never *%znabut, * znabud, or *znabod,
demonstrating that-Raising is not productive, while Devoicingis.

1.3.5 L2 Acquisition

I have no formal data yet. However, my informal impressiohthe English
spoken by native Polish speakers reveals pervasive Degolitit no instances
of o-Raising.

1.3.6 Another Difference: Diachronic Complexity

Modern Polisho-Raising is the result of an intricate set of unrelated radtur
sound changes. A very simplified chronology is given below:

(9) Pre-12thc. dvor
12th-14thc. V>V:/ _ [+VOi] o, dvor
14th-16thc. V> [+tenseé dvorr
16th-18thc. V>V dvor
18th—20th c. [+tens¢ > [+high] dvur

In comparison, Devoicing occurred as a single change in #ibh-16th
centuries, perhaps as a gradual process of progressivieigre > d > d > t.

1.4 What does this all mean?

CLAIM #1: These facts are not coincidence. Known cases of opacity tend
to be typologically limited, abstract, unnatural, subjeriexical exceptions,
nonproductive with nonce forms, not transferred to L2, amatltronically
complex. This suggests a single analysis to unify thess.fact

CLAIM #2: All of these facts can be accounted for in a basic version of OT
with only a slight modification to lexicon optimization. Tieis no need, as
in other OT solutions to opacity, to sacrifice reasonableragsions such as
universality, concreteness, strict parallelism, and rzdess.

9Baranowski and BuckIky (2003) found thaRaising can apply to nonce words if they are similar
to existing words that also undergeRaising. However, they also found that nasal-final nonce
words can underge-Raising, so it's not quite clear what their results actualiow.
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2 Strong Lexicon Optimization
2.1 Lexicon Optimization and Lexical Economy

The nature of OT, especially because of ROTB, allows maétgassible inputs
to be mapped onto the same phonetic output. For exampleshiigls a process
of glottalization that affects voiceless stops in codasndwit [nr?t]. Whether
the input is/nit/ or /ni?t/, the output will still be the same, with the first input
undergoing glottalization, while the second input needstmanges. From the
perspective of the language user, it is simply irrelevanictviinput is used,
since both end up with the same output.

With lexicon optimization, |Prince and Smolensky (20104) state that in fact, the
speaker will ultimately chose the most faithful input to he UR stored in the
lexicon, because it is the most harmonic with respect toghguage’sH:

(10) inputs output lexicon
/nrt/ — Iottaizage,

“““.,7/n1?t/

ot/ =7 e
lexicon optimization

This conception of lexicon optimization runs into comptioas when faced

with morphological alternations, asknitted [nirod], which shows the effects of
flapping. With no other considerations taken into accoaxicbn optimization

would create two competing URgni?t and /nir/.

Prince and Smolensky argue that this complication can baved by appeal
to some principle oflexical economythat forces the UR to be a single
phonological string that can account for all surface aliéoms. This yields
the usual expected analysis, withit/ as the selected UR since it is properly
affected by both glottalization and flapping, when the atlae not.

But it’s clear that the URs created by lexicon optimizatiatiMexical economy
are abstract: the URnit/ doesn't actually surface faithfully in any of the
forms that help derive it! In the interest of preserving aeteness, | propose
an alternative analysis callestrong lexicon optimization (SLO), in which
lexicon optimization determines the UR without being weadatby adherence
to lexical economy. This proposal is essentially a morecaldiersion of similar
“stored allomorphy” proposals in OT _(Mester 1994, Buizi®&9Kager 1996,
Tranel 1998, etc.).

2.2 Consequences

SLO ismore concretethan lexicon optimization plus lexical economy. Since
URs selected by SLO are faithful to the outputs, there is actlirconcrete
connection between input and output. The speaker does adttagjo through
multiple layers of computation over all surface forms toipas abstract UR.
Instead, each UR is selected directly from an individuapatit

A further implication is that there will beo underspecificationin the lexicon.
This is again a desirable result from the perspective of aness, since
archiphonemes, minimal feature combinations [RBeR, —voil, etc., are rather
abstract.

Application of SLO will necessarily resultinlarge lexicon, since every known
surface alternation will be encoded directly into the lexicSo, for example, if
every lexical item has an average of five surface allomorthies, the lexicon’s
size will be five times the size of a lexicon formed throughexéince to lexical
economy.

Since there are multiple possible URs for a given word, mésthuch will
typically not produce the correct outputin particular @xts, the grammar must
be modified in such a way to ensure corrabbmorph selection

SLO creates a lexicon that looks a lot like a list of groupssappletive
allomorphs, blurring the distinction between predictable allomoramg true
suppletion (as ingo~went, be~are, etc.). If such a distinction is indeed
important, then some way of accounting for it must also beeddb the
grammar.

2.3 Evidence

There is evidence from a variety of psycholinguistic pheeoethat suggest
that URs are more concrete and specified than allowed bydles@onomy.

In tip of the tongue effects when speakers are unable to recall a word, they
are often aware of certain properties of the pronunciatibthat word that
would be predictable from the UR, such as the number of dgiéabnd stress
pattern (Brown and McNeill 1966). But since they are temptyrainable to
access the UR, they have no sufficient form to submit to thengrar to derive
those properties, which suggests that the properties aredstlespite their
predictability, allowing the speaker direct access to them
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Recognition speed of regularly inflected formshas been found to be
dependent on the frequency of the inflected form, rather tharrequency of

the uninflected stem_(Sereno and Jongimani1997), suggdstinfyequent use
of an inflected form is remembered.

Children will often use particular regularly inflected werdorrectly without
being able to apply the regular inflection to other words,ludimg novel
words [Berkd 1958, MacWhinney 1978, Pelers 1983), suguestatchildren
memorize regularly inflected forms before the inflectional rule has been
solidified.

2.4 An Implementation

| begin with a first-pass definition of SLO that ignores morplgical
complexity:

(11) Strong Lexicon Optimization (1st attempt): Given an OT constraint
hierarchyH, an outpub occurring in linguistic context, and the
maximal set of input$ = {ix | H-EVAL (ix) = o}, then the UR foo
contains(io, C), wherei, € | is the most faithful input fop with respect
to .

For Polish specifically, the worfbup] ‘bean \oM sG)’, which seems to
undergm-Raising, would have a UR that looks something ljkep, NOM SG),
while [bobi] ‘bean oM PL)’ with no o-Raising would have the UR
(bobr,NOM PL). Note also that the fully predictable effects of Devoicing a
also encoded in the URs.

H is structured to generate the effects of Devoicing butaBRaising. This
accounts for the fact that Devoicing is exceptionless arly foroductive,
while o-Raising is not. If the speaker attempts to posit an inpw Jilob/
with a final voiced obstruent would always enforce Devoicing but never
enforcen-Raising, resulting in the outpiibop]. Thus, for both possible lexical
exceptions and nonce forms, SLO gets the correct results.

When a sound change occurs, the resulting outputs will attéfy be stored as
URs. As more and more sound changes are encoded into thedexipaque
words are expected to arise. Crucially, however, the op&citever part of the
productive grammar at any moment in time; it is always justgiphenomenon
of the interaction between SLO and historical sound chamgesa multiple

generations:

(12) 12th-14thc. 14th-16thc. 16th-18thc. 18th-20thc.
i /bob/ /botb/ /botb/ /bop/
H-EVALE
O [bob] [bo:b] [bo:b] [bop]
URg /b!b/ /b::b/ /ngb/ /bgp/
H-EVAL L
o [bob] [bo:b] [bop] [bup]
URL /bovxb/ /b::b/ /bzp/ /bl‘llp/

In this diagram, a subscrifig indicates theearly stage of the language, prior
to the sound change of that time period, wHilindicates thdate stage, after
sound change. The ordering of devoicing and vowel shortgnithe 16th—18th
centuries is irrelevant, so | have simply collapsed them.

As we can see, the opaque pronunciafibup] ‘bean’ is carried through as
each intervening sound change updates the lexicon. In atheynteraction
between SLO and sound changes mirrors a serial derivatimmk@y difference
is that here, the seriality is not productive; speakers ddaege access to older
grammars or older inputs, so they cannot productively agiphhistory of their
language to new words. But as long as children faithfully@dbeir parent’s
outputs, the lexical opacity will persist.

3 Opacity in Polish Nominal Inflections

The previous analysis works just fine if all words are storchanolithic units
in the lexicon, regardless of their internal morphologialicture. However,
while this may be partly true (especially for high-frequgneords), there is
plenty of reason to believe that individual morphemes ae stored separately.
Indeed, further evidence from Polish shows that this isiregu
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3.1 The Feminine and Neuter Vocative Singular

Polish has a complex system of productive noun inflectiondiregs depending
on case, gender (including a distinction in the masculir®éen inanimates,
animates, and humans), number, and the final consonant efahe Consider
first thevoc sG endings forFEM andNEUT nouns ending in the consonants
listed in the header row:

(13) ¥ d?n t & pbmfv
‘ czj 1 §z¢d |tdnszw 1 x kg
FEM VOC SG -0 -0 -0 -0 -0 -0 -0
NEUT VOC SG -€ -€ -€ ‘ -0 -0 -0 -0

SLO as formulated can’t deal with morphemes, so let's infdlynassume
an intuitive version of SLO that can identify morphemes andrpheme
realizations, but otherwise functions normally. In thagesave get the following
partial UR:

(14) voc sG= (-5,FEM), <{f} , NEUT>

This gets the result that threm vOC sGalways ends ifi-o], but we need some
way to ensure that the correct allomorph is chosen fornbBeT. Since the
trigger is the stem-final consonant of the noun, it makesesémsthe choice
to be made by the phonology, i.e., Y. At minimum, H{ must contain
subrankings like¥t®o > *t°¢ and *so >> *se, to force the correct choice of
allomorph:

15 -
(19) .“ﬁ+{°} x5y | *te
-£
a....t5 *
O b....t5¢ *
16 R
(16) ...s+{ o} *se | *so
-e
0 a...so *
b....se *

It's not clear what natural explanation could motivate theankings. What
connection is there between consonant friction and vowaelityusuch that

dental affricates prefer to be followed by a front vowel, Ishdental fricatives
prefer to be followed by a back vowel? However, assuming airaht
explanation can be found, there is no serious problem het&-s$ores both
allomorphs, and the phonology (somehow) picks the corneet o

3.2 The Neuter Dative and Locative Singular

In the following data forNEUT nouns, the symbot indicates that the final
consonant of the stem undergoes a change, as listed beloaditidnally,

the © changes are called ‘palatalization’, but to avoid confosiith true

palatalization (a secondary high, front articulation), dllcthem palatal

mutations:

a7 ¥ d?n td* pbmfv
‘ czj 1 $z6fd |tdnszw 1 | x kg
NEUT DAT SG -u -u -u -u -ul-u -u
NEUT LOC SG -u -u -u ‘ D¢ Se|lu -u
(18) plain hard @ form
pbfvm phfym
SzZn CZNn
r Z
w 1
kg t d2
X § / ¢ (depends on morpheme!)

This seems to just be analogous to tteec sG, with URs like the following:

(19) DAT SG= (-u,NEUT) LOC SG= <{2} , NEUT>
TheDAT sG will be chosen very straightforwardly, wifhu] always surfacing.

For theLoc sGcending, however, it's not so simple. First, consider thegvadr
of stem-final/¢c/ (the ranking %o >> *¢e follows from the rankings needed for
theNEUT voOC sQ:

20 _
(20) ...g+{_2} *co | *ee | *eu
0 a...cu *
b....ce *1
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For stem-final/s/, however, it is not simply a matter of choosing the correct

ending. In addition, the stem consonant must mutafe]toA ranking such as
*se > IDENT-[back] will trigger the necessary palatal mutation:

1) | ...s+¢ || *se | ID-[bK] |
a....se *1
O b....ce *

But this assumes that correct allomorph is chosen to bedim wivhen the
allomorphy is factored in, we need ranku*high enough to preventu/ from
being selected:

22 -
22) ...s+{_:} *su *se | ID-[bK]
a....se *1
O b....ce *
C....su *1

But recall from [2D) that e >> *¢u, which yields the wrong result:

23 _
(23) ...s+{_2} *su *se | ID-[bK] || *ece | *cu
a....se *|
b....ce * *|
C....su *1
Od....cu * *

A purely phonological solution with strict parallelism igrgly not going to
work here: the underlying consonant needs to select an fiafted allomorph
that just happens to trigger palatal mutation of the consbma one that
needs to select the other inflectional allomorph. Since | asuming strict
parallelism, this means that the correct inflectional egdiannot be selected
phonologically. That isH is not responsible for allomorph selection

But if allomorphs are not determined phonologically, how tirey determined?
As we have seen before with thedCc sG, an allomorph can be selected by
satisfying the linguistic context of the UR. So far, we have only considered
morphological contexts, but it seems clear that must allow C to contain
phonological contextsas well.

This yields the following new URs:

o

(24) voc sG= (-0,FEM), <-o, NEUT& ...

1—753
>,<-8,NEUT&... @ >

P 13
(25) LOCSG:<-£,NEUT&... b >,<-u,NEUT&... ¢ >

With particular allomorphs selected by the morphology pracbeing subjected
to the phonology, the rankings derived before are irrelevét doesn’'t need
to be structured in such a way to select the correct allomawpich is a good
thing: the rankings derived above don’t seem very natural.

However, the palatal mutations in the stem-final consonanstnstill be
accounted for. Unlike the inflectional endings, palatal atiohs must still
be encoded if{ somehow, because it applies fully productively, includiag
recent borrowings and nonce forms.

That is, while extant nouns may have complex URs created iy, $ikting
both the plain and mutated allomorphs (each of which arecteleby the
morphology to appear in the correct environments), thisioabe the case for
nonce forms, because they do not have the benefit of prioou&t- to encode
the necessary complexity into the URs.

Some further data for consideration:

(26) ¥ d?n td* pbmfv
czj 1 $z6fd tdnszw 1 x kg
MAS LOC SG -u -u -u g e -u -u
FEM GEN SG -1 -1 -I -I -1 - -1
FEMLOC SG - - -1 g Oeg Pp Dg
NONVIR NOM PL -€ -€ -€ -1 -1 -1 A
VIR NOM PL -£ -£ -€ @ ©q P 9

3.3 Palatal Mutation and Phonological Context

Giving a concrete, strictly parallel phonological accoohtpalatal mutation
seems to be impossible. Consider the results and trigggralafal mutations
(‘—' indicates that the consonant does not mutate):
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(27)

NEUT LOC SG FEM LOC SG VIR NOM PL NONVIR NOM PL

-& -£ -1/i -1/i

pbfvm  phfym phfym phiym —

szn czn czn czn —

T Z VA Z —_—

w 1 1 1 —

kg — t5 d? t5 dz —

X S S I —

As is clear from the oc scendings for nouns ending in velar stops, an analysis
based purely on surface segments will not explain whyitheTt doesn’t mutate
while theFeM does, even though the inflectional ending is phonologicaily

for both.

This is even more obvious in th®asc pL endings for all nouns: the
VIR (‘virile’, male human) nouns mutate, whereas theNVvIR (‘non-virile’,
non-humarMAsc) nouns do not mutate, despite both takjagor -i/ (actual
choice depends on the stem-final consonarmt;andNONVIR stems ending in
/r/ both take/-1/). Simple linear combinations of phonological segments jus
cannot account for these asymmetries.

One solution would be to posit some abstract marker diken the mutating
inflections, and maké&{ sensitive to that. However, continuing along with
the assumption of concreteness, no abstraction is allowdgss absolutely
necessary.

So what is concrete about the palatal mutations and the fivfhescthat trigger
them? The actual outputs are concrete. Thdpikis a concrete indication that
palatal mutation has applied to a stem endingpin

And how can morphemes differ from each other? Wiihbeing purely

phonological, that leaves only the URs as a place where meonph can be
distinguished. Thus, the logical conclusion is ttfe concrete outputs of the

mutating inflectional endings must be encoded in their lexial entries!

A first naive attempt would be to encode the UR as follows:

(28) LOC SG= {-pg,NEUT&...p),{-he,NEUT& ...b),...

This would cause the morphology to build inputs like.p+pe/, and if the
phonology forced coalescence, everything would be fine. dDfse, the story
isn't quite that simple. In the general case, Polish allonasonant to be
followed by its own palatal mutation (with obligatory regséve assimilation of
true palatalization for coronals):

(29) begee ‘price drop DAT)’
starane ‘carefully’
lekt’evazont’t  ‘disrespectful’

3.4 Floating Segments

Taking a cue from the predominant generative analysis aitphmutations
in Polish [Gussmanh 1980, Rubhch 1984, etc.), | proposetiiegapalatal
mutations are encoded in the URs as floating segmenfsegments with no
timing slot, notated with a superscript slanted grey fa)t:which merge with
the stem-final consonant and overwrite its features.

3.4.1 Palatal Mutation of the Labials

All of the labial palatal mutations undergo the same charige:addition of a
high front secondary articulation (IPA]). | only give an analysis fofp/, with
palatal mutation of the other labials f v m/ following straightforwardly.

I assume the following undominated constraints:

(30) *FLOAT: Floating segments are banned from outputs.
(31) DeP-X: All timing slots in the output must have an input corresgent.

(32) INTEGRITY-X: Distinct timing slots in the output cannot correspond to
the same input timing slot.

(33) Max-seg: All segments in the input must have an output corredgmain

With these constraints undominated, there will be no needotwsider any
candidates in which a floating segment appears, in which #rftpaegment
is given its own timing slot from out of nowhere, in which amirn timing slot
is split into two output timing slots, or in which any inputgeents are deleted.
In short, these constraints force any floating segmentsainnghut to coalesce
with some other (non-floating) segment.

Further constraints that are needed include:
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(34) UNIFORMITY: Distinct segments in the input cannot correspond to the
same output segment.

(35) IDENT-[palatal]: Corresponding segments in the input and output
cannnot differ in palatal articulation. This is a cover doaist for

IDENT-[high] and IDENT-[back].

As it stands, these constraints are not sufficient to acdbentalatal mutation:

3.4.2 Palatal Mutation of the Coronals

The ranking already established for labials yields theemnresults for coronal
fricatives and nasals, since they too simply palatalize dl longer show
the ranking of WIFORMITY, since it is not crucially ranked because every
candidate involves coalescence):

(38) | ...s+° [ 1Dexr[pal] [ IDnonce[pall |

(36) | ...p+Pe [ UNIF Ip-[pal] |
Oa....pe * *
O b...pe * *

The apparent difference here is between changing the &satfrthe stem
versus changing the features of the affix, which can be acksineg by
relativizing faithfulness constraints to stems and affi{@sckmar 1995, 1997,
1998, etc.). However, the required ranking for Polish @dlatutations is

I Dafiix-[pal] > |Dstenr[pal], which runs counter to the usual assumption that
FAITH stemoutranks RITH asiix (McCarthy and Prince 19895).

The solution lies in realizing that we are dealing only witthoe stems here;
any extant stems will already have the palatal mutationsedtin their own
lexical entries, and the phonology is never needed. Butdoica stems, there
is no lexical entry yet, s6{ is required to generate the palatal mutations. This
is then not a faithfulness asymmetry between stems and sffixeé rathera

a. ..

SE

*|

O

b...

.ce

For coronal stops, another constraint is required:

(39)

IDENT-[affrication]: Corresponding segments in the input antpati
cannnot differ in affrication. This is a cover constraint ¥ehatever
constraint punishes changes between stops and affricates.

(40) ‘ IDext IDext | IDnonce |Dnonce
.+ || [pal] [affr] | [pal] [affr]
a....te *| *1
b....t°¢ *| *
C....pe * *
O d....t% * *

universal faithfulness asymmetry between nonce stems andtant affixes,
with FAITH exiant ranked higher than FAITH nonce!

(37) | ...p+Pe [ UNIF  IDexc[pal] | IDnonce[pall |
a...pe * *1
O b....pe * *

For the palatal mutation ofr/ to [z], the place of articulation changes
from alveolar to post-alveolar, violatingENT-[anterior], and the manner of
articulation changes from trill to fricative, violatin@ENT-[sonorant]:

This not only gets the right results, but a universal rankion§
FAITH extant>> FAITHhonceS€EMS to Make sense: when new words are borrowed
or created, they do not trigger new alternations in existifijxes; rather,

the nonce forms themselves are subject to the restrictibitiseolanguage’s
morphology and phonolody.

4There is a intuitive conflict here with_Ito and Mektel’s (1199599) core-periphery model of the
lexicon, in which RITH foreign>> FAITHhative A resolution to this potential contradiction is beyond
the scope of this talk.

(41) ) IDext IDext | IDnonce |Dnonce
..r+%¢ || [ant] [son] | [ant] [son]
a....rIe *1 *1
b....ze * *
C....J¢ *1 *
O d....ze * *

Even this drastic change falls out fairly simply from the geal ranking of
FAITH extant OVer FAITHnonce HOwever, as these coronals show, it seems like
every FAITH extant Must be ranked over everyARHponce NOt just individual
matching constraints.
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3.4.3 Palatal Mutation of the Velars

The velar stops are analyzed in much the same way as theslainidlcoronals:

(42) [ Dext IDext  IDext | IDnonce IDnonce |Pnonce
k+(e || [COR] [DoR] [affrf] | [COR] [DoOR] [affr]

a.ke *1 *1 *1
b.k*e *1 *1 *
C.?¢ *1 * *
d.te *1 *1 *
e.Me *1 * *
f. t° *1 * *
g.te * * *

O h.t°e * * *

The velar fricative/x/ has two possible palatal mutations, depending on which
inflectional ending is being used. For thec sg, the input will contairy/-5e/:

(43) 5 [ Dext IDext | IDnonce !Dnonce
x+% || [COR] [DoR] | [COR] [DoOR]
a.xe *1 *
b.¢ce *| *
C.he *1 *
O d.se * *
While theviR NOM PL input will contain/-£i/:
(44) IDext  IDext | |Dnonce |Dnonce
x+£1 || [CoR] [pal] | [COR] [pal]
a.xi *1 *
b. xi *| *
c.;i *1 *
O d.¢i * *

Finally, the bizarre mutation ofw/ to [1] is also easily accounted for:

10

(45)
w+le

| Dext
[COR]

| Dext
[DOR]

| Dext
[lat]

I Dnonce

[COoR]

I Dnonce

llaf]

I Dnonce

[DOoR]

a.we

*|

*|

*|

b.Le

*|

*|

c.fie

*|

*|

d.ze

*|

*|

e.?

*|

f. te

*|

g.1¢

*|

O h.le * * *

4  Summary

O | have assumed that the phonological component of grammaysob
universality, typological robustness, concretenessictsfrarallelism, and
naturalness.

O Under these assumptions, it is predicted that many typepadity should
not be generated by any possibile contrary to apparent data.

O Using a case of opacity from Polish, | showed how opaque gmoc#en are
not typologically robust, are abstract, are unnaturalpategroductive, are not
transferable to L2, and are diachronically complex.

O These various facts about opacity were shown not to be a#nce, but
rather the product of encoding opacity into the lexicon \iersy lexicon
optimization, which allows opacity to continue to flourigtthe lexicon without
being generated k(.

O 1 further showed that lexical entries need to be sensitive ardy to
morphological contexts but also phonological contexts.

O In addition, strong lexicon optimization allows radicalgnological changes
to productively take place, as long as they are triggeregbygific morphemes,
which must have the outputs encoded directly in the UR.

O Is phonology obsolete?No! We still need a phonologicafl to explain how
nonce forms conform to phonotactics. We still né€db explain sound change.
And we may still need( to do more with morphology than simply allow extant
(memorized) morphemes to trump nonce forms.
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